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Abstract—An approach is@licitly formulated to blend a local with a global theory to
investigate oscillatory neocortical firings, to determine the source and the information-
processing nature of the alphagttm. Thebasis of this optimism is founded on a statistical
mechanical theory of neocortical interactions which has had success in numerically detailing
properties of short-term-memory (STM) capacity at the mesoscopic scales of columnar
interactions, and which is consistent with other theoryitgyisimilar dispersion relations at
the macroscopic scales of electroencephalographic (EEG) and magnetoencephalographic

(MEG) activity.
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. OBJECTIVES

If the development of artificial intelligence systems is to benefit from knowledge wfrtemcortex
processes macroscopic patterned information at multiple spatial-temporal scales, thenwleddeno
must be gined by at least testing viable theoretical formulations based on neocortical propeities ag
empirical data plausibly related to such processifigwards this end, in addition to the neuroscientific
relevance of this work, an approach is formulated to determine just what proportion of local and global
cortical circuitry gves rise to the alpha frequeyc This has strong implications for other beioaal
studies which seek correlations between macroscopic EEG-MEG data and their underlying neuronal
mechanisms. Thigalculation is an essential bridge to understana heuronal specificity prades
mechanisms underlying neuropsychological states, e.g., selestl global “attention” T he statistical
mechanical techniques employed are quite gefHralE.g., they have been applied to study nucleon-
nucleon elocity-dependent [2Riemannian contributions to the binding energy of nuclear niatedr
and to study the nonlinear dynamics of financial reerk5]. The former application of these
mathematical techniques yields insights into representing mesoscopic firing patterns by eigenfunctions of
a Lagrangian; the latter application is particularly interesting in the xioonfedescribing neocortical
interactions more as a “neural thronggminiscent of social interactiof8], than as‘hard-wired’ simple

local circuits.

I1. BACKGROUND

Statistical Mechanics of Neocortical Insetions A series of published studies veacemonstrated
that seeral scales of neocortical interactions can be consistently analyzed with the use of methods of
modern nonlinear nonequilibrium statistical mechafe$0]. A more atensve background for these
studies, with a fairly comprehemsi £t of references to other approaches, is detailed in these pagers, b
Appendix A gies an atline of these calculations. The formation, stahiléiyd interaction of spatial-

temporal patterns of columnar firingswican be gplicitly calculated, to test hypothesized mechanisms
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relating to information processingA detailed scenario has been calculated of columnar coding of
external stimuli, short-term storage vigdteresis, and long-term storage via synaptic modificé8lon
This development supports the possibility of parallel processing of local information via microscopic

circuits and of global patterned information via mesoscopic columnar mechanisms [11-13].

One of the most dramatic successes of this theory has been to produce a nonphenomenological
calculation of a macroscopimbservable’from microscopic synaptic dynamics: the dation of STM
capacity [9,10],i.e., the “rule of 72" [14-16] This theory demonstrates that empiricalues of
chemical and electrical parameters of synaptic interactions establ&hlsainima of the path-inggal
Lagrangian as a function ok@tatory and inhibitory columnar firings. The number of possible minima,
their time scales of ysteresis and probableveeberations, and their nearest-neighbor (NN) columnar
interactions are all consistent with well-established empirical rules of human STM cajatitythe
nonlinear and statistical natures of the interactionsldeed by this theory are tested by the wi#ion of
STM capacity Thus, aspects of conscious experience arevatfrom neuronal firing patterns, using
modern methods of nonlinear nonequilibrium statistical mechanicsvaboderealistic explicit synaptic
interactions. Thigesult at least partially justifies the process by which microscopic activity has been
statistically deeloped to describe mesoscopic and macroscopiwitgctiFor example, although future
refinements can takinto consideration state-dependent completeractions among intra-neuronal

components [17,18], the assumptions outlined in Appendix A appear to suffice to detail STM capacity.

In the wake of this interesting result obtained for STM capacitys paper speculates that this
theory also be applied to macroscopic EEG-MEG phenomena. As outlined in Appendix A, microscopic
neuronal synaptic interactions, consistent with anatomical clis®rs, are first spatiallweraged oer
minicolumnar afkerent and macrocolumnar efferent domains, defining a physiologiwasdcolumr.

These spatially ordered domai,02 cm, retain intimate contact with the original physical synaptic
parameters, are consistent with observed columngsiglbgy and are a suitable substrate for
macroscopic spatial-temporagrens,Jtens of cm, described by a path-integral Lagrangian formalism of
coupled excitatory-inhibitory spatial-temporal firing states. NN interactions among mesocolumns support

regions of alternating columnar structures. Long-ranged influences from extrinsic antegnaal
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afferents dwe these short-ranged interactionsyigg rise to columnar mechanisms affecting macroscopic
activity. Within neighborhoods of established most-probable stationary firing minima determined by the
EulerLagrange equations, the linearized field equatiows gge to a dispersion relation relating firing

frequencies and spatiabwevectors, i.e., exhibiting properties of classicawegphenomena.

Origins of Time Dependencies of Scalp EEGther researchers Y& devdoped quite difierent
approaches to wmstigating macroscopic neocortical atdty, eg., stressing that systematics of alpha
rhythm of EEG can be modeled by resonant modes of macroscopic dipole-layered firing patterns of
neocort& [19-22]. Theseesonances, in linearized coupled excitatory-inhibitory spatial-temporgtahte
equations describing dipole-layered sourcege gse to a macroscopic dispersion relation relating firing
frequencies to spatialavevectors, consistent with empirical obsations. Asdemonstrated in Appendix
A, typical synaptic parameters result in mesoscopic dispersion relations consistent with these macroscopic

dispersion relations.

While mary other investigators also accept dipole layers to model EEGvidigtiat least to the
extent of recognizing activity perpendicular to laminaeythlso demonstrate that there are respectable
candidates for mechanisms that might fundamentally be responsible for macroscuipy; eitter than
those proposed here which detail synaptic dynamics of mesocolumnar interg8i80%. For example,
given the present lack of empirical knowledge, it is possible to formulate macroscopic neocortidsl acti
in terms of statistics of either membrane or synaptic microscopic neuronal activities, albeit thatghese tw
are obviously empirically dependent on each ofB&}). Thereforethe results deved in Appendix A
might be interpreted either as suggesting that mesocolumnar activityaiestimacroscopic acity, or
rather as suggesting that mesocolumnariggtstrongly interacts with ongoing macroscopic \atyi

which is instigated or sustained by other mechanisms.

1. PRESENT ISSUES

The two gpproaches outlined abte in Section I, i.e., local mesocolumnar versus global non-

mesocolumnargive rise to important alternag cnjectures: (1) Is the alpha rhythm a global resonance
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of primarily long-ranged cortical interactions? If so, can redti short-ranged local firing patterns
effectively modulate this frequegcand its harmonics, to enhance their information processing across
macroscopic rgons? (2)Or, does global circuitry imply boundary conditions on colleetiresoscopic
states of local firing patterns, and is the alpha rhythm a manifestation of theseveoleeti firings? (3)

Or, is the truth some combination of (1) and (2) &%

Using this mesocolumnar approach, within their empirical ranges, sets of synaptic parameters can
be examined to determine local dispersion relaiBhsimilar to those obtained from the global
dispersion relationl9]. Theresults of such a calculation, outlined in Appendix A, clearly demonstrate
that this local theory predicts alpha frequencies and spatisdnwumbers compatible with those predicted
by the global resonance moddtor example, the possibility of generating alpha rhythm from multiple
mechanisms at multiple scales of interactions, e.g., as discusseg] mlay account for its presence
under maw physiological condition$19]. Note that these results, similar to results dedifor STM
capacity [9,10],are not obtained byfitting’’ theoretical parameters mocking neuronal mechanisms to
empirical data.Rathey these results are obtained by taking reasonable synaptic parameteginlg
the statistical mechanics of neocortical interactions, and thenvdiswp that indeed theare consistent
with the empirical macroscopic dat&urthermore, this theory allows the local and global approaches to
complement each other at a commomelleof formal analysis — i.e., the “equations of motion’
analogous td® (forces)= d(momentum)dt describing mechanical systems: A more detailed calculation
will include contributions from most probable states of the stochasticadtsged microscopic system in
the local approach, i.e., the linearized Euler-Lagrange equations, and will include contributions from
normal modes of the linearized macroscopic system in the global approach, i.e., resonances of the dipole

field equations.

It is plausible that studies of the source of the alplythrh will give drect insight into related
mechanisms underlyingveked potentials. Inary case, initially a study the Euler-Lagrangariational
equations can determine just what kinds of spatial-temporal structures can be supported by the
mesocolumnar system,vgn initial driving forces that match/mismatch firing eigenfunctions (patterns of

columnar firings) currently possessed by eemiset of synaptic parameters, and under conditions of
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plastically changing synaptic parameters reflecting changes of bases of eigenfuridbereer, in
contrast to the alphaythm being a gauge of a general alertness to process information, the tiee-lock
aveaged goked potentials appear to be saugpe of more seleg® dtention to information being
processed. Thereformy derve the nature ofwoked potentials, it is more likely that more details of local
interaction among columnar interactions must be included, properly short of neuronal specificity of the
specific information being processed to not refute the propdrdegenerality of thesevents. Laminar
circuitry can be included in the statistical mechanics paradigvelaged [8]. Therefore, ultimately
Monte Carlo importance sampling techniques are to be extended to find the response okrseveaite
hundred milliseconds after an initiakatation of (1100 milliseconds duration, e.g., analogous to
thalamocortical stimulationStability analyses must be made of these solutions in the context of the
original nonlinear equationsAlso laminar circuitry is to be included in both the local and global models.
Previous papers he cetailed hav this can be realized, but more numerical study is needed to determine
the degree to which this can be accomplish€de solutions will be tested by their goodness-of-fit to

existing EEG data normalized to flat space [19,21].

APPENDIX A

Microscopic Newns The microscopic probabilityp,, for neuronj firing (o; =+1 if | fires,
o; =-1if it does not) is deved from folding a proces& for the distribution ofq chemical quanta
transmitted across a synaptic cleft, with a Gaussian prdcéss the distribution of the net effect of
postsynaptic interaction as it affects the electrical activity at the axonal trigger Eawd. quanta
contains thousands of molecules of neurotransmiffee probabilityp,, is essentially the same f&

taken to be a Poisson or a Gaussian distributionH@].%¥ Poisson, the mean effigars given as
Alj]k(ak +1)+ BjDk , (A1)

WhereAjDk is the activity induced if the presynaptic neutofires, andBjDk is a spontaneous background.

Aﬁ( and BJ-Dk are on the order of 0.001—0.01, and for'tgpical’” neuron there may be as nyaas
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N 10" —10° presynaptic neurons, most emanating locally from within the the range of a macrocolumn
of spatial &tent[1lL mm. Thedistributionl” has meamjv; and \arianceyqej, , wherev;, andgj, are the
net electrical potential and its variance, resp., at the trigger aqleand g; are[0.1 m\, wherevj, is
positive for excitatory interactions and isgaéve for inhibitory interactionsNeuronj most likely fires if
the threshold potentidd; is exceeded within a neuronal relaxation time{#b—10 msec.p,, is derived

to be

(A2)

0, = exp(=ojF))
7 expFj+exp-F;’

O
(V- % ajVik)

Fo = .
J (”% A (Vi ? + gje?)H2

Mesoscopic Domains A mesoscopic probability distiition P is developed for an dérent
minicolumn of N[ILG? neurons, with spatialxéent p(1L0? um and temporal relaxatiom = r,, , having
excitatory (E) firing ME and inhibitory () firing M' , -N® < M® < N® ,whereG=E orl. Pis a
response to efferent input within the extent of a macrocolumN‘oheurons. Asminicolumns are
sensitve o one to seeral neuronal afferents within, , the relaxation time for mesocolumns is of the
same order as the relaxation timgfor neurons. E and | type neurons ha dcemically independent
synaptic interactions in neocortex, although the firing of a neurofested by the contribution fro6 =
E andl neurons. Amesocolumn is defined as this afferent minicolumn and efferent macrocolumn scaled
down to minicolumnar size, expressing the vgence and diergence of neocortical interaction®N
mesocolumnar interactions are defined bgrlapping efferent macrocolumnar domains, with centers
offset within the extent of a minicolumn. The net effect iswerage oer the jk neurons, yieldingsG'
columnar interactions. The efferent scalingwf® macrocolumnar efferent firings € = (N/N9)M™

is corveniently done by simultaneously scalifg, — (N/N)Aj andBj — (N/N9)Bj .

O oo OnN
P=3 0o oj -M(r;t+0)@OX oy~ M'(r;t+ )] po, (A3)
o [JiE 0ol 1
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=1 (2rrg°®) ™ exp(-N7L®)
G
L = (M® - g°)?/(2Ng>®) + M®Jg/(2N7) - V'° ,

G . Z\!Hg’(pDMG')Z ,
G

g® = -1 }(M® + N®tanhF®) , g°© = 1 IN®sechF®

Ve -FaGVENC -3 5 AGVEM]
FG — G' ,
{nZ[(vG)2+(qu)2]( NG + = AG MG )} 12

NI

1
where a$, =§A8,+BS, , and the NN differential interactiony"'S, are further specified in other

papers [9]. Thelg are constraints oiM® from long-ranged fibers, e.g., from thalamocortical cortical,

ipsilateral association and contralateral commissural excitatory fibers extrinsic to macrocolumns.

Macroscopic Rgions The macroscopic probabilityP[ M (t)|M(to)] is developed by folding
AB x 10° mesocolumns of spatiaknt Q5 x 10° ym?, labeled by (v = A +1 = 1), and folding the
differential propagtor P? for u + 1 time periods, spanning tinte- t, = s, each period of duratiof < r
labeled bys. Boundary conditions on the macroscopic regions are defined td be= M(t) and
Mo = M(ty) , M ={M®"} , and the Einstein carention of summing wer factors with repeate@ indices
is henceforth assumed, except whegrtical bars appear on an index, e.@] | The prepoint
discretization ofL(M), 8M®(t") - MS; - MS and MC(t") - M , is derived from the biophysics of

neocort&. This is not egwalent to the Stratonovich midpoint discretization of a propeynFan
LagrangianLg , sM®(t") - ME, - MS and MS(t') - (M >, +ME) [1]. Thediscretization and the

Lagrangian must be defined consistently teegin invaiant scalarg?P(M) , where g = |lgss||

oa = (9°¢)? . The covariant Feynman Lagrangian is defined in terms of a stationary principle, and the
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transformation to the Stratonovich discretization permits the use of the standard calculus.

PIM|Mo] =II DM exp(-NS¢)3[M = M(1)]o[Mo = M(to)] , (A4)

S =minAQ™ (dt' [d?r L,
Jef

DM=IAIEIZI

v=1

+1

c

[(2768) V()1 f_lldwlsv ,

[y

s=

1 . e ,
Lr =5 N{(M® - h€)geg (M ~h®) -V,

1 _ . -
hG — gG _ 5 g llz(gllngG),G' , h% =g 1/2(91/2hG),G ,

1
V=V ‘(5 hg + RI6)IN , V' =V'E+V'' = M®Js/(2N7) ,

where [- ] g denotesdl- - J/oM® | and “min”’ specifies that the short-time propagator vsleated by
expanding about that path which neskthe actiorz stationary The Riemannian cuature R arises

from the nonlinear werse varianc@gg , which is abona fidemetric of this parameter space,

1

R= g_l(gEE,II + 0 ee) 5 g—z[g” (eeedn e+ gEE,IZ) + 0ee(9n 1 9ee, + O ,EZ)] . (A5)

This path-integral representation is e@iént to the BkkerPlanck and Langevin dérential-equation

representations [1,9].

Euler-Lagang \ariational Equations The Euler-Lagrange variational equations associated with
L leads to a set of 12 coupled first-ordefatié#ntial equations, with coefficients nonlineaMf? , in the
12 \ariables{ M®, M® M OM® 02M®} in (r;t) space. Inthe neighborhood of extrema #1¢ > |,

Le can be expanded as a GioapLandau polynomial.To investigate first-order linear oscillatory states,
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only powers up to 2 in each variable agpi and from this the variational principle leads to a redati

simple set of coupled linear differential equations with constant coefficients:

0=06Lf =Ly~ dolr (A6)

== f|<3|'\2I|G|+ femMe ~ggPMCl + b Ml +bM® G™ £ G,

[1ei = 1aaM® +[-1eaM®,

ME = MC- < W1° 5, 12 =]

f.

These equations are thenufier transformed and the resulting dispersion relation is examined to
determine for which alues of the synaptic parameters and{pfthe conjugate variable to, can

oscillatory statesp(¢), persist. E.g., solutions are sought of the form

M® = ReMg;.exp[-i(£ [F - wt)] , (A7)

M3 1) = [ dEdw Moud€, @) expli(é [t = wh)]

For instance, a typical example is specified by: extrinsic soudges-2.63 and J, = 4. 94,
NE =125 N' =25 v¢ =10 mV AF =1.75,A" =1.25,B% = 0. 25,andv® = ¢° =0. 1mV. The global

minima is atM® = 25 andM' = 5. Thisset of conditions yields (dispevs) dispersion relations
wr = +{ —1.86+2.38¢p)% -1.25 +1.51(ép)?} (A8)

whereé = |£|. Thepropagtion velocity defined bglw/d¢ is [ cm/sec, taking typical avenumberse
to correspond to macrocolumnar distan€88p. Calculated frequencies are on the order of EEG
frequencies[10° secl. These mesoscopic propagation velocities permit processieg seveal

minicolumns[10! cm, simultaneous with processing of mesoscopic interactioerstens of cm via
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association fibers with propagation velociti@&)0—900 cm/sec. l.e., both can occur withir0™ sec.

Note that this propagion velocity is not ‘Slow”: Visual selecte dtention maes & [B
msec/degree [32which is [1/2 mm/sec, if a macrocolumn défmn? is assumed to span 180gdees.

This suggests that NN interactions play some part in disengaging and orientingesetectiion.
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